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Overview

# Some words about the overall approach.

# Definition of secure information flow.
s also in computational sense.

# l|deas behind the analysis.
s The domains that the analysis uses.
s The abstraction.
s Some examples.
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Overall approach

# We have a program language containing encryption.

# We want to analyse programs for secure information
flow.
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Use the same domains in defining program semantics.
s Bit-strings as values.
s more... (the security parameter)

Define secure information flow using cryptographic
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Overall approach

We have a program language containing encryption.

We want to analyse programs for secure information
flow.

Use cryptographic definitions of secure encryption.

Use the same domains in defining program semantics.
s Bit-strings as values.
s more... (the security parameter)

Define secure information flow using cryptographic
machinery.

Devise the analysis.
s Its proof of correctness has cryptographic nature.
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Program language

# The WHILE-language (simple imperative language).

P = x:=o(xy,...,2s)
skip

P1; P2

if b then P else Ps
while b do P’

b,r,r1,...,T € Var. o € Op. cnc, Gen € Op.

# Denotational semantics, defined over program
structure.

» Maps initial state to final state.
s Program state maps variables to their values.
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Security as independence

Source
of inputs

Secret
Inputs

[Frovan

Outputs
final state)

~_

defines a probability
distribution D on inputs

values of variables in Varg C Var

/

Inputs (initial state)

Public outputs

values of variables in Varp C Var
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Security as independence

defines a probability

Source distribution D on inputs

of inputs
values of variables in Varg C Var

/

Inputs (initial state) Secure information flow:
Inputs :
\ mderfendyb/ an
o]
{(Slvars: [P1(S)|varp) - S« D[} =
{1(S|vars, [P1(S") lvarp) = S, 8" < DI}

Outputs
v Public outputs

final state)
values of variables in Varp C Var

Secret
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Indistinguishability of distributions

o Let DY, D! be two
distributions over bit-strings.

#® Let®A be a class of algorithms .
Let A €
# Consider the following experiment

°

R
s Letb e {0,1}. Generate x — D°.

s Run A(x). Let b* be the output.
Let Adv?"P = Prfp = b*] — 1/2.

o DY and D' are «- indistinguishable, if Adva’D1 < ¢ for
all A € 2.
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Indistinguishability of distributions

o Let D = (DY v, DY = {D!l y betwo families of
distributions over bit-strings.

# Let®A be the class of algorithms running in poly-time .
Let A €
# Consider the following experiment

e

R
s Letb, € {0,1}. Generate z «— D?.
s Run A(n.z). Let b7 be the output.

Let AdvﬁO’Dl(n) = Pr|b, =b5] — 1/2.

» D°and D! are indistinguishable, if AdvZ " is
negligible for all A € L.

f i1s negligible g 1/f Is superpolynomial.
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Definition of security

defines a family of probability
distributions D on inputs

Source
of inputs ,,
values of variables in Varg C Var

/

Inputs (initial state) Secure information flow:

Inputs :

\ mderfendyb/ an
| e

{(Snlvars, [Pln(Sn)lvarp) © Sn = Dl &

{(Snlvars: [Pl (5") varp) -

Outputs
/
v Public outputs Sy S'n = Dy, ‘}

final state)
values of variables in Varp C Var

Secret
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Program analysis’ approach

“Secure”

or

# Having secure information flow is uncomputable in
general.

Desc. of inputs “Maybe not secure”

# Description of inputs — whatever is known about D.
s ...and expressible in the domain of the analysis.
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Domain of the analysis

Analysis maps the description of the input distribution to
the description of the output distribution.

Description of D = {D, },,en IS

(X, X) € P(P(Var) x P(Var)) x P(Var).

s (X,Y)e X, If X andY are independentin D.

s ke X, If (the value of) k is distributed like a key.

Assume the program does not change the variables In
Varg.

If (Varg, Varp) € Xoutput, then the program has secure
Information flow.

The analysis is defined inductively over the program
structure.
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Example: analysing assignments

Consider the program x := o(x1, ..., zg).
If (X U {xla e 7xk‘}7 Y) E xinput
then (X U{x1,...,25,2}Y) € Xoutput-



Analysing encryptions — problems

Let £ be distributed like a key In Di,put.

# Consider the program [ := k + 1.
Then {/} is not independent of {k} IN Dgytput-

# Consider the program x := Enc(k,y).
Then {z} is not independent of {k} IN Dgytput-

o To check whether x and k£ come from the same or
from different samples of Dgytput, try to decrypt x
with k.

These two cases should be distinguished as [ is usable for

decryption but x is not.
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°

Encrypting black boxes

Let k € Var. Let S be a program state.

S(|k|e) denotes a black box that encrypts with k. |.e.
s S(lkle) has an input tape and an output tape;
s When a bit-string w Is written on the Its tape,

[Enc](S(k), w)

IS Invoked and the result written to the output tape.

Indistinguishabllity can be defined for distributions over
black boxes.

s Independence can be defined, too.

Security of ([Gen], [Enc]) Is defined as the
iIndistinguishability of certain black boxes.
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Modified domalin of the analysis

® Let Var = Varw {[z]¢ : = € Var}.
# Description of a distribution D is

(X, %K) € P(P(Var) x P(Var)) x P(Var) .

s (X,Y)eXIif X andY are independentin D.

s k € X, If the distribution of [k]¢ according to D is
indistinguishable from [[Gen]()]e.
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Analysing encryptions

Consider the program z := Enc(k,y).
If (X,Y) € Xinput
and k € Kipput
and ({[Ke}. X UY U {y}) € Xinpu

then (X U {z},Y) € Xoutput-
Generally ({[kle }, {[k]e}) € Xinput, hence ({z},{[k]e}) € Xoutput.

If we have a program [ := k + 1, then ({{},{|¥|e¢}) & Xoutput.-

For analysis of other program constructs see the article.
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Concluding remarks

Program analysis for computationally secure
iInformation flow.
Based on abstracting

s the families of probability distributions over program
states

s by pairs of sets of
s Vvariables and
s encrypting black boxes
that are independent of one another in it.

No (non-trivial) constraints on program structure.
Can be implemented.

http://www.ut.ee/ peeter_ l/research/csif
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